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Abstract

Dirty documents obscure valuable information and can make it difficult for
the OCR system to accurately recognize the characters. In this research pa-
per, we employed a deep-learning solution to denoise dirty documents and
uncover their hidden treasures. Our approach employed a Convolutional De-
noising Autoencoder (DAE) to remove noise from an input. The Autoencoder
(AE) was trained on a dataset of noisy and clean documents to learn the re-
lationship between the two and minimize the reconstruction error. We also
explore the usage of data augmentation on the training dataset to improve
performance. Finally, the performance of these approaches was compared
with a traditional image-processing technique (Median Filter). Our results
demonstrate that the Convolutional DAE outperformed the “Median Filter”
in terms of denoising accuracy, achieving a Structural similarity (SSIM) index
of 0.9626 and signal-to-Noise Ratio (PSNR) of 23.680. Additionally, we dis-
covered that the usage of data augmentation on the training dataset further
improves the performance of the model, resulting in an SSIM index of 0.9731
and PSNR of 25.248. These findings suggest that the application of deep
learning techniques with data augmentation can be an effective approach for
denoising document images.

Keywords: Convolutional Denoising Autoencoders, Deep Learning,
Autoencoders, Data Augmentation

1. Introduction

Dirty documents, whether in the form of old manuscripts or degraded
digital files, often contain valuable information that is obscured by various
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types of noise such as ink smudging, water damage, stains, and scanning
artifacts. To preserve and access this information, it is important to de-
noise these documents and restore their clarity. Traditionally, denoising has
been approached using methods such as image processing techniques [1, 2],
thresholding [3], and filtering [4]. However, these methods are limited in
their ability to remove complex noise patterns and preserve the structure
and content of the documents.

In recent years, deep learning techniques, specifically Denoising Autoen-
coders have shown promising results in removing noise from dirty documents.
Denoising Autoencoders were introduced by [5] as an extension to classic
Autoencoders. Autoencoders, a type of neural network for unsupervised
learning, are trained to reconstruct the input data from a lower dimensional
representation, known as the bottleneck. During training, the AE learns to
remove noise from the input and reconstruct the original document. Once
trained, the AE can be used to denoise new, unseen dirty documents. In
comparison to traditional methods, deep learning approaches offer several
advantages for denoising dirty documents. Firstly, deep learning models are
able to learn and remove complex noise patterns, leading to higher-quality
denoised documents. Secondly, deep learning models can be trained on a
large and diverse dataset, allowing them to generalize well to new, unseen
documents. Finally, deep learning models can be easily adapted to new types
of noise and document structures, making them highly flexible and scalable.

In this research study, Convolutional Denoising Autoencoder was em-
ployed for Denoising document images. We also studied the impact of data
augmentation on the performance of Autoencoders for denoising dirty docu-
ments. Data augmentation involves synthesizing new training samples from
the existing data to increase the size of the training set and improve the
robustness of the model. We then compared the denoising performance of
Autoencoders trained with and without data augmentation with the tradi-
tional image processing technique such as “Median Filter”. Our results show
that the use of data augmentation can significantly improve the performance
of Autoencoders for denoising dirty documents, leading to clearer and more
readable denoised documents. This highlights the importance of data aug-
mentation in improving the robustness and generalization ability of deep
learning models, especially in the context of denoising dirty documents.

In the following sections, we describe the methodology and experiments
used in our study, present the results and analysis, and conclude with a
discussion of the implications and future work.
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2. Literature Review

Document images can be affected by several types of document noise due
to various factors such as handling of the paper, poor quality of scanning
devices, environmental conditions, and more [6]. These noises can include
things like smudges, creases, shadows, and distortions, which can make it
difficult to accurately extract information from the image. In some cases,
these noises can even make the text in the image unreadable. To address
these issues, various image-processing techniques including Spatial Filtering
methods and Transform Domain Filtering methods have been developed to
improve the quality of the document image [7]. Linear Filters such as mean
filters are simple to implement and are effective in removing random noise
from images. However, they have some limitations in terms of preserving
the fine details and edges in the image, which can lead to blurring and loss
of information [8]. To address these limitations, the Wiener Filtering [9]
technique can be used, which aims to remove noise while preserving the
underlying signals. However, the Wiener Filtering technique also has its own
limitations, such as the requirement for information about the noise spectra
and the actual image, and its effectiveness in preserving fine details and
edges is limited to smooth underlying signals [3, 10]. In some cases, other
techniques such as Non-Linear Filters or Adaptive Filters may be needed to
address the specific types of noise present in the document image.

Non-Linear Filters such as Morphology and Median Filters are popular
techniques for removing noise from images. Morphological operations, such
as erosion and dilation, are effective in removing salt-and-pepper noise [11],
but they are not well-suited for non-natural images, such as document images,
and can lead to other problems such as over-smoothing or loss of information.
Therefore, researchers [12, 4, 13] have been exploring ways to enhance the
performance of morphological techniques, but they still have some limitations
that need to be addressed [14].

Transform Domain Filtering (TDF) is a popular approach for image pro-
cessing and computer vision applications, including OCR. TDF methods
are categorized into Non-Adaptive Transform and Data-Adaptive Transform.
Non-Adaptive Transform filters are those that operate in a fixed manner and
do not change based on the input image data. Examples of Non-Adaptive
Transform filters include low-pass filters, high-pass filters, and Fast Fourier
Transform. Non-Adaptive Transform filters have some limitations, one of
which is that they can be sluggish and highly dependent on the cut-off fre-
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quency and performance of the filter function. The choice of the cut-off
frequency can have a significant impact on the performance of the filter, and
finding the optimal cut-off frequency can be challenging. Another limitation
of Non-Adaptive Transform filters is that they generate artificial frequencies
[15]. These limitations of Non-Adaptive Transform filters have motivated the
development of Data-Adaptive Transform filters, which adjust their param-
eters based on the input image data. These filters are designed to provide
more accurate results by adapting to the specific characteristics of the image.
Therefore, Data-Adaptive approaches have proven to be a better option for
image denoising, both for natural and non-natural images [16]. However,
Data-Adaptive Transform filters are generally more computationally expen-
sive and high-memory demanding than Non-Adaptive Transform filters [17],
and finding the optimal parameters can also be challenging.

Recently, researchers in the field of image denoising have reported promis-
ing results using Support Vector Regression [17]. This Machine Learning
approach has proven to be effective for both natural and non-natural im-
ages. In [18] Convolutional Neural Network has been applied as the image
denoising technique. It was discovered that with only a limited number of
training pictures, it is possible to get performance that is comparable to or
even superior to the most recent advances in the field, which are based on
wavelets and Markov random fields.

3. Preliminaries

3.1. Denoising Autoencoder

Denoising Autoencoder is a type of Neural Network (NN) architecture
that is used for removing noise from images. This AE is trained to recon-
struct the original, clean signal from a corrupted version of it, in which some
part of the input has been masked or added with random noise. The idea
behind a DAE is to first encode the corrupted input into a lower-dimensional
representation, and then decode it back to the original shape. During the
training process, the AE learns to separate the meaningful information from
the noise, and the weights of the network are optimized so that the output
is as close as possible to the original signal. Mathematically, let the original
image be represented by a vector x and the corrupted image be represented
by a vector x′. The goal of the DAE is to learn a mapping from x′ to x that
minimizes some reconstruction loss.
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min
f,g

L(x, g(f(x′))) (1)

where f and g represent the encoder and decoder, respectively, and L
represents the reconstruction loss. A common choice for L is the “Mean
Squared Error”:

L(x, x′) =
1

n

n∑
i=1

(xi − x′
i)
2 (2)

Encoder Bottleneck
Layer Decoder

Input Image

Latent Space
Representation

Reconstructed Image

Figure 1: Convolutional Denoising Autoencoder Architecture

The DAE can be trained using gradient-based optimization algorithms,
such as Stochastic Gradient Descent, to find the parameters of f and g that
minimize the reconstruction loss.

3.2. Convolutional Denoising Autoencoder

A Convolutional DAE is a type of NN that is used to reconstruct an
original image from a corrupted version of that image. In this case, the

5



Advances in Computer Science and Information Technology (ACSIT)
p-ISSN: 2393-9907; e-ISSN: 2393-9915; Volume 4, Issue 5; October-December, 2017

Advances in Computer Science and Information Technology (ACSIT)
p-ISSN: 2393-9907; e-ISSN: 2393-9915; Volume 4, Issue 5; October-December, 2017

Document Image Denoising Using Convolutional Denoising Autoencoder                                                           340

encoder and decoder use convolutional layers instead of fully connected layers.
Figure 1 represents the architecture of Convolutional Denoising Autoencoder.

Figure 2: Convolutional Denoising Autoencoder model Summary

Let the original image be represented by a tensor X ∈ Rh×w×c, where
h, w, and c are the height, width, and number of channels of the image,
respectively. The corrupted image is represented by a tensor X ′ ∈ Rh×w×c.
The goal of the Convolutional DAE is to learn a mapping from X ′ to X that
minimizes some reconstruction loss.

L(X,X ′) =
1

hwc

h∑
i=1

w∑
j=1

c∑
k=1

(Xi,j,k −X ′
i,j,k)

2 (3)
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In a Convolutional DAE, the weights of the convolutional filters are shared
across all spatial locations in the input. This allows the network to learn spa-
tial hierarchies, where local spatial information is combined to form higher-
level abstract representations. By preserving the spatiality of the input,
the network is able to capture local patterns and relationships in the data,
which is particularly useful for image-processing tasks. The shared weights
also make the network more computationally efficient, since the number of
parameters is reduced compared to a fully connected AE. Figure 2 repre-
sents the model that has been adopted in our experimentation for denoising
document images.

4. Dataset

The Document Imaging dataset was collected from Kaggle, an online
platform that hosts data science and machine learning competitions. The
dataset contains two sets of images: a training set and a test set. The training
set includes noisy document images as well as the same images without the
added noise. The purpose of the noise is to simulate real-world artifacts, such
as smudges, stains, or other visual interference that can make it difficult for
optical character recognition (OCR) systems to accurately read and interpret
the text. Figure 3a depicts the example of a clean and Figure 3b represents
the example of a noisy image from the dataset.

(a) Clean Image (b) Noisy Image

Figure 3: Examples of Document Imaging Dataset

5. Experimentation Results

The experimentation was carried out on a “Dirty Document Imaging”
dataset collected from the Kaggle competition and was divided into a training
set and a validation set. The training set contained 90% of the data and
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the validation set contained 10% of the data. The documents contained
various types of noise, such as Coffee stains, wrinkles, and dog-eared pages.
A Convolutional DAE model was implemented using the Keras framework.
The model consisted of an encoder that learned a compact representation of
the document, and a decoder that reconstructed the denoised document from
the compact representation. The model was trained on the training set using
“Mean Squared Error” as the loss function. The model was trained for 500
epochs, with the best model selected based on the validation loss. The “Early
Stopping” mechanism was employed to prevent overfitting by interrupting the
training process when the model’s performance on the validation set starts
to degrade. The “monitor” argument was set to “val loss”, which means
that the model’s validation loss will be monitored for changes. The “mode”
argument was set to “min”, which means that the training process will be
stopped when the validation loss stops decreasing and starts to increase.
The patience argument was set to 10, which means that the training process
will be stopped after 10 epochs have passed without improvement in the
validation loss. Figure 4 represents the training validation loss function of
Convolutional Denoising Autoencoder without applying data augmentation
techniques on the training dataset.

Figure 4: Training Validation Loss of Convolutional Denoising Autoencoder Without Aug-
mentation

To improve the generalization ability of the models, data augmentation
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techniques were applied to the training set. The techniques used included
horizontal and vertical flipping and rotation at different angles. The training
dataset increased from 129 to 774. Figure 5 represents the training validation

Figure 5: Training Validation Loss of Convolutional Denoising Autoencoder after Applying
Data Augmentation

loss of the Convolutional Denoising Autoencoder after training the model by
the augmented dataset. The trained model was evaluated on the test set
using two metrics: Structural Similarity (SSIM) and Peak Signal-to-Noise
Ratio (PSNR). The SSIM score measures the similarity between the denoised
document and the clean reference document, while the PSNR score measures
the signal-to-noise ratio of the denoised document.

The results of the Convolutional DAE model were compared with a base-
line model that used traditional image-denoising techniques, such as Median
Filtering. Figure 6 demonstrates the comparison of the Convolutional DAE
model with and without augmentation and the Median Filtering technique.
The results of the experiment showed that the use of data augmentation im-
proved both the SSIM score and the PSNR score of the Convolutional DAE
model. Without data augmentation, the model achieved an SSIM score of
0.9626 and a PSNR of 23.680. With data augmentation, the model achieved
an SSIM score of 0.9731 and a PSNR of 25.248. Table 1 presents the SSIM
index, PSNR of Convolutional DAE, and “Median Filter” models when eval-
uated on the test set.
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Table 1: Comparison Using SSIM and PSNR for Different Models

Model SSIM PSNR
Convolutional DAE (Without Augmentation) 0.9626 23.680
Convolutional DAE (With Augmentation) 0.9731 25.248

Median Filter 0.8719 16.473

These results demonstrate the effectiveness of data augmentation in im-
proving the performance of deep learning models for denoising tasks. These
results suggest that Convolutional DAE is a promising approach for denois-
ing dirty documents and that data augmentation can be an effective method
to improve the performance of these models.

Figure 6: Comparative analysis of Convolutional DAE model and Traditional Model

6. conclusion

In this study, Convolutional Denoising Autoencoder (DAE) was imple-
mented for denoising dirty documents. we also investigated the impact of
data augmentation on the performance of Autoencoder for denoising dirty
documents. Without data augmentation, the Convolutional Autoencoder
model achieved an SSIM score of 0.9626 and a PSNR of 23.680. With data
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augmentation, the model achieved an SSIM score of 0.97 and a PSNR of
25.248. The results of this experiment suggest that Convolutional Autoen-
coders are a promising approach for denoising dirty documents and that
data augmentation can be an effective method to improve the performance
of these models. Further research is needed to explore the impact of using
different types of deep learning architectures, such as Generative Adversar-
ial Networks (GANs) and Recurrent Neural Networks (RNNs) on document
denoising performance.
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